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Abstract

Soon, a new generation of scientific workbenches will be developed as a collaborative effort among various research institutions in the United States. These scientific workbenches will be accesses in the Web via portals. Reusable components are needed to build such portals for different scientific disciplines, allowing uniform desktop access to remote resources. Such components will include tools and services enabling easy collaboration, job submission, job monitoring, component discovery, and persistent object storage. Based on experience gained from Grand Challenge applications for large-scale instruments, we demonstrate how Grid infrastructure components can be used to support the implementation of science portals. The availability of these components will simplify the prototype implementation of a common portal architecture.
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1. INTRODUCTION

A driving force for developing the next generation of computing infrastructure is scientific applications. It is important to identify common components that are needed and can be used by different application areas [28]. The availability of common and reusable components will accelerate and enhance the development of similar efforts in other application areas. In this paper, we report on lessons learned during the development of programs for Grand Challenge applications as part of large scale data analysis and instrumentation in computed microtomography (CMT) and structural biology (SB). We believe that many of the issues addressed in these disciplines are typical for other scientific problems. Once the common components between different disciplines are identified, they will be used to build science portals [14]. In general, a science portal defines a gateway or portal to information related to a particular scientific discipline or area of research. The portal serves as Web interface to tools, databases, and other useful services including job
submissions and collaborative spaces. Science portals are a continuation of the successfully implemented scientific workbenches [4]. Unfortunately, the current generation of available tools used to construct workbenches is hard to maintain. Since only a limited shared infrastructure exists, it is not easy to derive ports from one discipline to another. New efforts will need fundamentally different technologies. Naturally, portals for various scientific disciplines might look quite different. Nevertheless, many of them will share a number of common toolkit components.

The paper is structured as follows. First, we outline some basic scientific and computational challenges of the computed microtomography and structural biology projects. Analysis of the workflow of these experiments helps to establish a common set of components that must be supported to ease the work of the scientist. The demand for implementation of Web-based science portals is supported by selected Grid services, which are then discussed. We point out how to utilize XML- and LDAP-based formats to allow interoperability of components developed in a language-neutral and compute-framework-neutral way. We conclude the paper with a summary of the current state of the project and point out opportunities for further research.

2. COMPUTED MICROTOMOGRAPHY AND STRUCTURAL BIOLOGY

Before we can describe the general architecture of our approach, we present some application-specific details that help to explain the goals and limitations of the project in the light of developing a science portal.

In the areas of CMT and SB, the use of x-rays as a nondestructive tool for investigating the internal structure of materials at the micron length scale has grown rapidly over the past decade as a result of the advent of synchrotron radiation sources. In a typical CMT or SB experiment, a sample is illuminated by a beam of x-rays, and data is collected for multiple sample orientations by using a charge-coupled device (CCD) [33, 1]. These images are then used to derive a three-dimensional representation of the analyzed objects. This data contains quantitative information about the x-ray attenuation coefficient at a particular x-ray energy. However, the effective use of such an expensive instrument requires the ability to archive, analyze, and visualize the collected data at orders of magnitude more than is currently possible. The data rates and compute power required to address this Grand Challenge problem are prodigious, easily reaching one gigabit per second and a teraflop per second.

We illustrate this statement with a scenario found during the reconstruction of microtomographic data, where a time-consuming reconstruction process is used to obtain a three-dimensional raw data set representing with spatial resolution of as little as 1 μm. A 3-D raw data set generated by a typical detector will comprise 1000 1024 × 1500 two-byte slices (3 GB); detectors with significantly higher resolutions will soon be available. If we assume current reconstruction techniques and make fairly optimistic scaling assumptions, reconstruction of this dataset requires about 10¹⁰ floating-point operations (10 Tflops). On a 100 Mflop/sec workstation, this translates to 32 hours; on a 1 Tflop/sec computer, it
would take about 10 seconds. With current detector technologies, this dataset might take 1500 seconds to acquire; however, new detectors will improve readout times considerably [29].

Even larger estimations apply to the discipline of structural biology, where the data gathered during such experiments is used to determine the molecular structure of macromolecules to enhance, for example, the capabilities of modern drug design in the fields of basic and applied research [30]. The total amount of data in many of the experiments we conducted was 20 GB. A considerable amount of postprocessing has to be performed following the data acquisition phase to obtain the structural solution of the molecular sample. For small structures, the solution usually does not pose a problem. For macromolecules, the computational demand on even the fastest processors can be months. This is due to the enormous and irregular solution space for which it is currently difficult to write fast deterministic algorithms to obtain an expectable solution.

The many orders of magnitude increase in brilliance now available at third-generation sources such as the Advanced Photon Source (APS) allows dramatic improvements in temporal resolution. In addition, the availability of powerful computational grids will make it feasible to obtain a 3-D representation in a reasonable response time. The requirements of these photon source applications can be fulfilled with the infrastructure provided by a computational grid [10]. The term “grid” is chosen in analogy with the electric power grid, which provides pervasive access to power and, like the computer and a small number of other advances, had a dramatic impact on human capabilities. By providing pervasive, dependable, and consistent access to advanced computational capabilities, the application of supercomputing-enhanced photon source algorithms allows real-time operation during an experiment while using nonlocal computational resources to allow a certain level of quality of service.

3. **Analysis of Application-Specific Requirements**

It is beyond the scope of this paper to outline the contents of a science portal for large-scale instruments. This effort will require considerable resources and commitment by experts in order to derive a contents base that appeals to many users [32, 2, 31]. Nevertheless, it is possible to derive the requirements for tools that will allow the simplification for the construction of such portals. In the following sections we outline these basic requirements and point to potential solutions provided as part of the Grid infrastructure.

To extract common modalities, we outline the traditional model to perform a photon source experiment:

1. Gather knowledge, and perform research to develop an experiment.
2. Plan the experiment.
3. Prepare the samples and the hardware at the beamline.
4. Perform the data acquisition (e.g., collect the images).
5. Select a reconstruction algorithm.

6. Choose parameters for the reconstruction algorithm.

7. Perform the actual reconstruction.

8. Visualize the reconstructed data.

9. Go to step 5, or, if no parameters can be found, check whether the experiment was correct, or develop new algorithms and go to step 4 if necessary.

From these basic steps it is clear that the following components must be part of a science portal for large photon sources:

- Access to databases for planning the experiments and conducting research.
- Access to the computational Grid for execution of the compute-intensive task under deadline constraints.
- Access to a uniform collaborative environment that allows the exchange of ideas in various formats, including, text, drawings, speech, and sophisticated immersive visualization.
- Access to a software repository to store new components.
- Access to a parameter repository to store different configurations for the experiment parameters.

The computational steps currently performed by the researchers feature hands-on use and batch processing. A major difficulty with the current practice is the turnaround time between the data acquisition and the reconstruction, often due to lack of available computing power. This is especially problematic for synchrotron-based experiments because only a limited amount of expensive beam time is available for a user. The use of advanced reservation-based compute power can reduce this turnaround time to a few hours or minutes, as demonstrated at the SC'98 conference in Florida. Allowing the users to view the results in rapid response time (quasi-real time) gives an opportunity to alter experiment conditions on the fly [22]. This functionality greatly improves the capabilities of a synchrotron radiation facility.

To characterize the experiment requirements more precisely, we identify two experiment modes: (1) the use of an online operation or experiment as described above and (2) the use of a postprocessing mode, which reconstructs the dataset with a varying parameter set (see Table 1). If enough computational power is available, recalculation can also be performed during an experiment. To enable fast processing, the data must be shipped from the acquisition hardware to the computer performing the reconstruction, preferably connected to large storage media with fast access. At the same time it is important to enable an archival service for the experimentalist in order to allow for data recovery in the case of data loss. As pointed out previously, beam time is limited, and the goal for an experimentalist is to achieve the most progress in this limited time. A fast reconstruction
algorithm can be used to help decide whether the current experiment has to be interrupted prematurely because of an error in the setup. This will allow for an increase in the number of experiments to be conducted per hour. In order to handle the complicated and diverse supercomputing environments, it is essential to provide a simple interface giving the beamline experimentalist control over the parameter set, as well as the possibility to terminate the current calculation at any time.

Besides the requirements driven by the computational aspect of the application, organizational aspects benefit from a remote operational mode. Because of the hazardous and often unpleasant environment, remote operation is desirable. With remote operation, the facility can maintain a small but well-trained team of beamline staff experimentalists. This approach offers several advantages. It reduces the operational and user-specific cost and minimizes travel cost to the unique facility. It allows new user groups to gain access to a unique facility, such as the APS. Furthermore, it increases the access time to the beamline while minimizing the effort required by trained experts to set up experiments.

With the availability of a collaborative and remote steering environment as part of a science portal, new user communities in commercial and educational facilities are likely to use the supercomputing-enhanced light sources in remote fashion. Multiple users at geographically dispersed locations should be able to collaborate easily with each other. A “plug-and-play” environment, as shown in Figure 1, makes it possible for authorized participants in different geographical locations with different visualization engines to attend a collaborative experiment session.

Furthermore, the implementation of the Grid-enabled photon source applications must deal with issues common to metacomputing environments. These issues include the following:

- **Multiple administrative domains.** The resources used by the application often are not owned or administered by a single entity. The need to deal with multiple administrative entities complicates the already challenging network security problem, as different entities may use different authentication mechanisms, authorization schemes, and access policies. The need to execute user-supplied codes at the geographical dispense sites introduces additional concerns.

- **Restriction on the locality of the compute platform.** Many of the tools used by the applications are of commercial nature or can be run only on a selected set of machines.

- **Heterogeneity at multiple levels.** Both the computing resources used to construct a virtual computer and the networks that connect these resources are highly heterogeneous. Heterogeneity arises at multiple levels, ranging from physical devices, through system software, to scheduling and usage policies.

- **Unpredictable structure.** Traditionally, high-performance applications have been developed for a single class of systems with well-known characteristics—or even for one particular computer. Geographical distribution and complexity are other factors that make it difficult to determine system characteristics such as network bandwidth and latency *a priori.*
Table 1: The modes in which an experiment on the advanced photon source is executed pose different demand on the compute environment.

<table>
<thead>
<tr>
<th></th>
<th>experiment mode</th>
<th>postprocessing mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>speed</td>
<td>finish by deadline (end of experiment)</td>
<td>as fast as possible (quasi interactive mode)</td>
</tr>
<tr>
<td></td>
<td>as fast as possible interrupt if wrong results</td>
<td>over “lunchbreak”</td>
</tr>
<tr>
<td>space</td>
<td>secure, fast, large, backup</td>
<td>keep up with calculation speed, read from backup</td>
</tr>
<tr>
<td>parameters</td>
<td>use standard parameters</td>
<td>modifying the parameter set to its optimum</td>
</tr>
<tr>
<td></td>
<td>run postprocessing mode at experiment time</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: The "grid-enabled" photon source allows researchers to display the same state of the visualized object on all display stations participating in a collaborative session [30]. Remote computation and steering become possible.
- **Dynamic and unpredictable behavior.** Traditional high-performance systems use scheduling strategies such as space sharing or gang-scheduling to provide exclusive—and hence predictable—access to processors and networks. In metacomputing environments, resources—especially networks—are more likely to be shared. One consequence of sharing is that behavior and performance can vary over time. For example, in wide area networks built using the Internet Protocol suite, network characteristics such as latency, bandwidth, and jitter may vary as traffic is rerouted. Large-scale metasystems may also suffer from network and resource failures. In general, it is a challenging problem to guarantee even minimum quality-of-service requirements.

Fundamental to all of these issues is the need for mechanisms that allow applications to obtain real-time information about system structure and state, use that information to make configuration decisions, and be notified when information changes. Required information can include network activity, available network interfaces, processor characteristics, and authentication mechanisms. Decision processes can require complex combinations of these data in order to achieve efficient end-to-end configuration of complex networked systems.

4. **Enabling Grid Middleware Components**

Central to the development of such widely distributed applications are middleware services that enable resource discovery, user authentication and authorization, resource scheduling and execution control. A number of pioneering efforts have produced useful services for the metacomputing application developer. For example, Parallel Virtual Machine (PVM) [15] and the Message Passing Interface (MPI) [17] provide a machine-independent communication layer, Condor [19] provides a uniform view of processor resources, Legion [16] builds system components on a distributed object-oriented model, and the Andrew File System (AFS) [21] provides a uniform view of file resources. Each of these systems has been proven effective in large-scale application experiments.

The Globus metacomputing toolkit provides middleware services necessary to construct a computational grid infrastructure and to develop applications that use grid-based supercomputers, mass storage, and immersive visualization facilities. Our goal in the Globus project is not to compete with these and other related efforts, but rather to provide basic infrastructure that can be used to construct portable, high performance implementations of a range of such services. To this end, we focus on (a) the development of low-level mechanisms that can be used to implement higher-level services, and (b) techniques that allow those services to observe and guide the operation of these mechanisms. If successful, this approach can reduce the complexity and improve the quality of metacomputing software by allowing a single low-level infrastructure to be used for many purposes and by providing solutions to the configuration problem in metacomputing systems.

To demonstrate that the Globus approach is workable, we must show that it is possible to use a single set of low-level mechanisms to construct efficient implementations of diverse services on multiple platforms and show their usability in application programs.
5. Globus Toolkit Modules

The Globus toolkit comprises a set of modules and services. Each module defines an interface, which higher-level services use to invoke that module’s mechanisms, and provides an implementation, which uses appropriate low-level operations to implement these mechanisms in different environments.

The availability of these modules will help to define services that are important for many scientific applications:

- **Resource location and allocation.** This component provides mechanisms for expressing application resource requirements, for identifying resources that meet these requirements, and for scheduling resources once they have been located. Resource location mechanisms are required because applications cannot, in general, be expected to know the exact location of required resources, particularly when load and resource availability can vary. Resource allocation involves scheduling the resource and performing any initialization required for subsequent process creation, data access, and so forth. In some situations—for example, on some supercomputers—location and allocation must be performed in a single step [9]. In science portals Resource management services must be built to allow specification of what computing, network, and storage are needed by an application.

- **Authentication interface.** This component provides basic authentication mechanisms that can be used to validate the identity of both users and resources. These mechanisms provide building blocks for other security services such as authorization and data security that need to know the identity of parties engaged in an operation [12]. A security service with a single sign-on using public key infrastructure for all resources must be available in a science portal.

- **Unified resource information service.** This component provides a uniform mechanism for obtaining real-time information about metasystem structure and status. The mechanism allows components to post as well as receive information. Scoping and access control are also supported[7].

- **Data access.** This component is provides high-speed remote access to persistent storage such as files. Globus contains a remote data access service via URLs [3].

- **Communications.** This component provides basic communication mechanisms. These mechanisms permit the efficient implementation of a wide range of communication methods, including message passing, remote procedure call, distributed shared memory, stream-based, and multicast. The mechanisms must be aware of network quality-of-service parameters such as jitter, reliability, latency, and bandwidth [11].

- **Process creation.** This component initiates computation on a resource once it has been located and allocated. This task includes setting up executables, creating an execution environment, starting an executable, passing arguments, integrating the new process into the rest of the computation, and managing termination and process shutdown [5].
• Process Monitoring. This component reports on the status of a compute resource or task. A detection of failure allows one to develop a fault-tolerant machine state and job state service [24].

Together, the various Globus toolkit modules can be thought of as defining a metacomputing virtual machine. The definition of this virtual machine simplifies application development and enhances portability by allowing programmers to think of geographically distributed, heterogeneous collections of resources as unified entities. More information about each component can be found in the cited references.

5.1. Support for Resource-Aware Services and Applications

Metacomputing applications often need to operate networking and computing resources at close to maximum performance. Hence, metacomputing environments must allow programmers to observe differences in system resource characteristics and to guide how these resources are used to implement higher-level services. Achieving these goals without compromising portability is a significant challenge for the designer of metacomputing software.

Figure 2: A selection process of resources to fulfill the real-time requirements of the parallel x-ray microtomography program.

We use the Globus communication module to illustrate some of these issues (see Figure 2). This module must select, for each call to its communication functions, one of several low-level mechanisms. On a local-area network, communication might be performed with TCP/IP, while in a parallel computer, specialized high-performance protocols typically offer higher bandwidth and lower latencies. In a wide area environment, specialized ATM protocols can be more efficient. The ability to manage protocol parameters (TCP
packet size, network quality of service) further complicates the picture. The choice of low-level mechanism for a particular communication is a nontrivial problem that can have significant implications for application performance. Globus toolkit modules address this problem by providing interfaces that allow the selection process to be exposed to, and guided by, higher-level tools and applications. These interfaces provide rule-based selection, resource property inquiry, and notification mechanisms.

- **Rule-based selection.** Globus modules can identify selection points at which choices from among alternatives (resources, parameter values, etc.) are made. Associated with each selection point is a default selection rule provided by the module developer (e.g., “use TCP packet size X,” “use TCP over ATM”). A rule replacement mechanism allows higher-level services to specify alternative strategies (“use TCP packet size Y,” “use specialized ATM protocols”).

- **Resource property inquiry.** Information provided by the unified information service can be used to guide selection processes within both Globus modules and applications that use these modules. For example, a user might provide a rule that states “use ATM interface if load is low, otherwise Internet,” hence using information about network load to guide resource selection.

- **Notification.** A notification mechanism allows a higher-level service or application to specify constraints on the quality of service delivered by a Globus service and to name a call-back function that should be invoked if these constraints are violated. This mechanism can be used, for example, to switch between networks when one becomes loaded.

Higher-level services and applications can use Globus selection, inquiry, and notification mechanisms to configure computations efficiently for available resources, and/or to adapt behavior when the quantity and/or quality of available resources changes dynamically during execution. For example, consider an application that performs computation on one computer and transfers data over a wide-area network for visualization at remote sites. At startup time, the application can determine available computational power and network capacity and configure its computational and communication structures appropriately (e.g., it might decide to use compression for some data but not others). During execution, notification mechanisms allow it to adapt to changes in network quality of service.

We use the term Adaptive Wide Area Resource Environment (AWARE) to denote a set of application interfaces, higher-level services, and adaptation policies that enable specific classes of applications to exploit a metacomputing environment efficiently. We are investigating AWARE components for several applications, and anticipate developing AWARE toolkits for different classes of metacomputing application.

6. **Higher-Level Services**

Although Globus provides mechanisms for users to locate, access and manage distributed hardware and software resources, there is still a gap between programming distributed
applications using these APIs and conceptual problem solving at higher levels. Thus it is necessary to provide an intermediate layer that enables access to the services by non-expert applications users. Integrating such higher-level services into a science portal will be key for a successful implementation [20].

Today, several software solutions exist that provide software layers above the basic Grid middleware services. Most prominent are MPICH-G [8] and High Performance C++ [18]. In addition, the Globus team has demonstrated on several occasions that it is possible to build higher-level services that provide even graphical user interfaces to the grid components. Such a service, for example, is the Grid Enabled Console COMponent (GECCO). This tool enables the user to formulate jobs or tasks executing in the Grid environment as a task graph (see Figure 3). GECCO allows tasks to be executed in a fault-tolerant manner according to their specification. This may include the automatic location of a compute resources and prestaging of executables and programs on the dynamical selected machines. GECCO communicates directly with an LDAP server, which can be set up locally by the user in order to allow persistent storage of information. GECCO was developed even before the eXtensible Markup Language (XML) standard was finalized and is based on a similar, but more user-friendly specification language. Nevertheless, we intend to provide a XML-based port to allow easy interoperability with other components. XML is a simplified version of SGML, designed especially for Web documents. It enables designers to include syntactic rules within the document. Other higher-level tools are available or under development, including network monitoring tools.

![Figure 3](image)

Figure 3: On the left side we show a higher-level tool (GECCO) that executes tasks specified as part of a task graph in fault tolerant manner. The graph presented shows an application of a structure determining task graph. On the right side we show a portion of the XML specification of the information displayed in GECCO.

7. **Interoperable Grid Components**

One of the problems we face when components and services are contributed by a large and diverse user community is how to maintain their interoperability.
The definition of a well-formulated application interface contributes to the usability of such components. Nevertheless, one has to consider issues related to language and framework independence to increase the exposure of the components. One such effort was started by the DOE2000 Common Component Architecture (CCA) effort. It seeks to develop a software component architecture that enables scientists and engineers to build self-contained software components that can be composed into applications that run either on massively parallel supercomputers or in wide-area distributed computing environments. Recent demonstrations of the proposed CCA API [13] and a distributed high-performance computation and visualization application [23] indicate that these new technologies are appropriate for developing domain-specific Next Generation Internet (NGI) applications such as the Advanced Photon Source macromolecular crystallography science portal. It is especially important that a framework be developed that allows DCOM, CORBA, and JavaBeans to interoperate with CCA distributed components.

We suggest basing this architecture on well-known standards and already available grid components. Hence, we guarantee the support of new technologies in the near and distant future. A central part of the architecture must be a scalable repository that allows storing and locating components and their interfaces. Performance characteristics and machine dependencies should be part of this service. Currently, the Globus MDS provides already a scalable lookup service based on LDAP technology. This service can be extended to include data providers on the base of shell scripts, Jini, JDBC, and COS. A provider is defined in such a way that the data obtained by the provider is translated into LDAP. Furthermore, we suggest formulating the interface descriptions in XML while defining a Document Type Definition (DTD).

The use of syntactic rules within XML documents will allow application developers to build smart clients, in which information is checked against an appropriate DTD before a connection to the server is established and the document is submitted. Such a mechanism is essential to increase scalability because common LDAP implementations perform such tests on the server side rather than the client side. XML parsers available in C and Java will guarantee portability.

Examples for the definition of compute-resource related objects are given in [27]. Basic work for defining standard object representation has been performed as part of the Desktop Access to Remote Resources (DAtRR) workshops and will be continued in conjunction with the newly started GridForum activities [26, 6, 25].

A simple scenario (see Figure 4) illustrates an application of interoperable components. Assume an application developer decides to publish a component for reuse by other developers. This component can be published today in the MDS. The publication can be performed either in LDAP or in XML (we use XML in our example). If another user wishes to find out whether a particular component can be executed on a dynamical configurable compute environment; he can issue an appropriate search query. A compile service, which is currently under development by the Globus team, may be used to obtain the final executable which is then staged with the Globus resource managing tools. This approach opens up the possibility of integrating other infrastructure frameworks based on CORBA, DOM, RMI, and Jini, since XML-based interfaces are currently under discussion or development by various vendors.
1) add interface to the MDS
   <add> <interface> ... </interface> </add>
2) search for component and host with load<0.5
   <search> <name="LU"> <hosts="*.mcs.anl.gov"> <load="<0.5"></search>
3) compose and compile program for host
4) run the application in the Grid on the computer located
   <rsi> <contact="..."> <executable="x-gess:..."> </rsi>

Figure 4: A component can be assembled for a particular host architecture from its interface definition and the source code, which are placed with compile time instructions into the MDS.

8. CONCLUSION

In this paper, we have outlined how Grid infrastructure components available today can be applied to develop distributed and resource-aware scientific applications in a heterogeneous compute environment. We used applications at Argonne's Advanced Photon Source as example. The next generation of components developed for the computational Grid must contain features that guarantee the interoperability between components and services developed by various research teams. We propose to use XML-based tools and technologies to formulate and publicize the interfaces. The Metacomputing Directory Service currently provides the possibility to expose such interfaces in a scalable way. Moreover, with XML-based notations, the integration of CORBA and Java-based technology is possible. Where this technology seems not to be sufficient because of the demand on high performance, the Common Component Architecture Group will provide suggestions for alternative and high performance solutions. The work reported here is in its initial phase; prototype implementations will become available soon.
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